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Abstract

We consider an orthonormal basis for L2ðRÞ consisting of functions that are well localized
in the spatial domain and have compact support in the frequency domain. The construction is

based on smooth local cosine bases and is inspired by Meyer and Coifman’s brushlets, which

are local exponentials in the frequency domain. For brushlet bases associated with an

exponential-type partition of the frequency axis, we show that the system constitutes an

unconditional basis for LpðRÞ; 1opoN; Bs
qðLpðRÞÞ; 1op; qoN; s40; and that the norm in

these spaces can be expressed by the expansion coefficients. In LpðRÞ; we construct greedy

brushlet-type bases and derive Jackson and Bernstein inequalities. Finally, we investigate a

natural bivariate extension leading to ridgelet-type bases for L2ðR2Þ:
r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction

Local sine and cosine bases for L2ðRÞ were introduced by Coifman and Meyer [3]
and has proven to be a useful tool in signal processing. A typical atom from such a
basis has the form

bI ðxÞ cos p n þ 1

2

� �
x � xI

jI j

� �
ð1Þ

with I an interval from any fixed segmentation of the real axis, xI is the left endpoint
of I ; and bI is a smooth bell function with compact support around I : The basis
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functions thus have perfect localization in time and are well localized in frequency
depending on the smoothness properties of bI :
Due to certain technical reasons the construction by Coifman and Meyer does not

work for general one-periodic systems such as the trigonometric system, i.e., the

cosine term in (1) cannot be replaced by eikx: This deficiency was later overcome by
Wickerhauser [19]. Moreover, it was pointed out by Wickerhauser that such local
trigonometric bases have fast implementations based on the FFT.
It is clearly possible to map any such local orthonormal basis by the Fourier

transform to a new type of orthonormal basis well localized in time and with
compact support in the frequency domain. This was first noticed by Laeng [11]. This
idea was further developed by Coifman and Meyer [12]. They considered bases
constructed using the local trigonometric bases of Wickerhauser and called such
objects brushlets. Tensor products of such objects combined with the adaptive
expansion from the best basis algorithm has turned out to be quite a successful tool
for image compression [12]. This is in part due to the fact that tensor products of
brushlets have only one peak in frequency compared to say tensor products of
wavelet packets with four peaks in the frequency domain. The brushlets thus have a
better angular resolution than separable wavelet packets.
In the present paper, we consider brushlet bases from the point of view

of their approximation properties. So far, the brushlet bases have only been
considered from a very practical point of view where the L2ðRÞ theory is quite
sufficient, but it is clear that under certain restrictions the brushlets will be well
behaved in other classical function spaces. For technical reasons, all results in the
present paper will be proved for bases of the type considered by Laeng which we will
call brushlet-type bases but it should be noted that they will hold true for the
brushlets too.
We obtain sufficient conditions on the brushlets to be unconditional bases for

LpðRÞ; 1opoN; and for the Besov spaces Bs
qðLpðRÞÞ; 1op; qoN; s40: The most

important condition we impose on the brushlets is that the length of the intervals in
the segmentation of the real axis essentially grows exponential as their location gets
further away from zero. Among the bases that satisfy this condition are a class of
wavelet-like bases with the twist that the ‘‘mother wavelet’’ has two humps; however,
the gain is that the construction works for any expanding dilation factor even
irrational ones. This positive result should be compared to the fact that it is not
possible to obtain unconditional bases of local trigonometric functions for LpðRÞ;
pa2; due to a classical result by Orlicz [20]. However, it is possible to characterize
certain modulation spaces using such bases (see [8]).
Jackson and Bernstein inequalities are derived for certain brushlet systems and we

prove that under certain conditions the brushlets form so-called greedy bases for
LpðRÞ; which means that near best N-term nonlinear approximation of LpðRÞ
functions can be obtained by thresholding the expansion coefficients.

Finally, we consider an extension of the brushlet bases to L2ðR2Þ; with the basis
being separable in polar coordinates. Such bases resemble the Ridgelet construction
by Donoho, see [7], but with a more adaptable frequency localization.
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We should also point out that we realized that the mentioned results should be
true by reading the interesting paper [18] by Villemoes where he proves that for
‘‘nice’’ segmentations of the line the number of different bell functions needed in (1)
is finite.

2. Local cosine bases

Local trigonometric bases were introduced by Coifman and Meyer [3] and studied
in more detail in [1,9]. Local exponential bases were introduced by Wickerhauser in
[19]. Here we will just give a short summary of the results about such bases in the
special setup that we will need in the subsequent sections. The reader can consult [1]
for more information on the bases.

Given a countable set ECR (or E ¼ |), let P be a countable collection of pairwise

disjoint intervals I ¼ ½al
I ; a

r
IÞ which covers R\E: Assume furthermore that each

interval in P has one adjacent interval in P on both sides. A brushlet is essentially
going to have support on one of the intervals in P in the frequency domain. Thus,
the purpose of the set E is to allow brushlets with arbitrary fine frequency
localization. We call E the set of accumulation points for P:

To each interval IAP assign a cutoff radius el
I40 at the left endpoint and a cutoff

radius er
I40 at the right endpoint. Given two adjacent intervals I ; I 0AP with ar

I ¼ al
I 0

(I 0 is to the right of I), we require that er
I ¼ el

I 0 called the compatibility condition. The

frequency localization of a brushlet will be on an interval of the form ½al
I � el

I ; a
r
I þ

er
I 
: In order to make the brushlets orthogonal (in L2ðRÞ) we require that only two

such intervals overlap, i.e.,

el
I þ er

IpjI j: ð2Þ

Take a non-negative ramp function rACdðRÞ; dX2 such that

rðxÞ ¼
0 for xp� 1;

1 for xX1

(
and with the property that rðxÞ2 þ rð�xÞ2 ¼ 1 for all xAR: Assign to each interval

I ¼ ½al
I ; a

r
I ÞAP a bell function

bI ðxÞ ¼ r
x� al

I

el
I

� �
r

ar
I � x
er

I

� �
: ð3Þ

Notice that suppðbI ÞD½al
I � el

I ; a
r
I þ er

I 
: Thus, bI and bI 0 only overlap if I and I 0 are

adjacent intervals. Furthermore, if I ; I 0AP are adjacent intervals with ar
I ¼ al

I 0 ; then

bI ðxÞ2 þ bI 0 ðxÞ2 ¼ 1 for al
I þ el

Ipxpar
I 0 � er

I 0 :
Now the set of local cosine functions

ŵn;IðxÞ ¼
ffiffiffiffiffi
2

jI j

s
bI ðxÞ cos p n þ 1

2

� �
x� al

I

jI j

� �
; IAP; nAN0; ð4Þ
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form an orthonormal basis for L2ðRÞ (see [18]). We call the collection fwn;IgIAP; nAN0

a brushlet system. The brushlets also have an explicit representation. Define a set of
modified bell functions fgIgIAP by

bI ðxÞ ¼ ĝI

x� al
I

jI j

� �
: ð5Þ

Then a direct calculation shows that

wn;IðxÞ ¼
ffiffiffiffiffiffiffiffi
2jI j

p
eial

I
x gI jI jx þ p n þ 1

2

� �� �
þ gI jI jx � p n þ 1

2

� �� �	 

: ð6Þ

Remark 2.1. Instead of the cosine term cos ðpðn þ 1
2
ÞÞ in (4) we could have used

terms like sin ðpðn þ 1
2
ÞÞ; cos ðpnÞ or sin ðpnÞ: The only requirement is that two

brushlets corresponding to adjacent intervals have opposite polarity (see [1]). Thus,
in particular it is possible to use different local trigonometric functions on parts of R
separated by an element in E:

Remark 2.2. Another possibility is to use ein: If we let en;I ðxÞ ¼ jI j�1=2ein
x�al

I

jI j ; then
the set of functions fvn;IgIAP; nAN0

given by

v̂n;I ðxÞ ¼ bIðxÞfbI ðxÞen;IðxÞ þ bI ð2al
I � xÞen;I ð2al

I � xÞ

� bIð2ar
I � xÞen;Ið2ar

I � xÞg;

would be the brushlets constructed in [12]. All the results contained in this paper also
hold for these functions, but for simplicity we choose to work with a construction
based on local cosines.

From (6) we see that if the modified bell function gI is well localized at zero, a

brushlet essentially consists of two peaks localized at7pðnþ1=2Þ
jI j : The question is when

gI is well localized. The following example gives a partial answer.

Example 2.1. Given an LX1; let PLDP be the collection of intervals I satisfying

L�1p
jI j
jI 0jpL ð7Þ

for all adjacent intervals I 0AP: Let

el
I ¼ ð1þ LÞ�1jI j;

and notice that

el
I þ el

I 0 ¼ ð1þ LÞ�1ðjI j þ jI 0jÞpjI j;
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for I 0APL adjacent to I ; so condition (2) is satisfied. In this case, the modified bell
function gI defined in (5) is given by

ĝI ðxÞ ¼ rðð1þ LÞxÞr el
Ið1þ LÞ

er
I

ð1� xÞ
� �

: ð8Þ

Notice that jsuppðĝI Þjp2: Assume jjrðnÞjjLN
pC for n ¼ 0; 1;y; d: Then

jjĝðdÞ
I jjLN

pC2ð1þ LÞd
Xd

n¼0

d

n

 !
Ln; ð9Þ

and thus jgI ðxÞjpC minf1; jxj�dg; where C depends only on r and L:

Remark 2.3. A related situation as in Example 2.1 was investigated by Villemoes in
[18]. He considered what he calls a good partition—a dyadic partition satisfying (7)
with L ¼ 2: With this restriction, he reduced the set of different modified bell
functions to three.

Given a bell function bI we define an operator PI bydPI fPI f ðxÞ ¼ bI ðxÞfbI ðxÞf̂ðxÞ þ bI ð2al
I � xÞf̂ð2al

I � xÞ

� bI ð2ar
I � xÞf̂ð2ar

I � xÞg: ð10Þ

It can be verified that PI is an orthogonal projection, mapping L2ðRÞ onto

spanfwn;I : nX0g: Notice that for two adjacent intervals I ; I 0AP with ar
I ¼ al

I 0 ; we

have dPI fPI f ðxÞ þ dPI 0fPI 0f ðxÞ ¼ f̂ðxÞ a.e. for al
I þ el

Ipxpar
I 0 � er

I 0 :
We need to know when PI is a bounded operator in LpðRÞ; 1opoN: This is

naturally connected to the same question for the bell functions as Fourier
multipliers. Consider the operator SI ; IAP; given bycSI fSI f ðxÞ ¼ bI ðxÞf̂ðxÞ:

Then the Hörmander–Mihlin multiplier theorem implies that jjSI f jjLp
pCAjj f jjLp

; if

jðx� aÞ d
dx bIðxÞjpA for some aAR and A40; where C only depends on p (see [2]).

Since

PI f ¼ SIfSI f þ ei2al
I
SI f ð�Þ � ei2ar

I
SI f ð�Þg;

we have the following result.

Lemma 2.1. Suppose there exist an aAR and an absolute constant A40 such that

jðx� aÞ d
dx bIðxÞjpA: Then jjPI f jjLp

pCpA2jj f jjLp
; 1opoN; where Cp depends only

on p.

Remark 2.4. Notice that jx� al
I jp2jI j for xAsuppðbI Þ: Thus, if we have the

situation as in Example 2.1, then jðx� al
IÞ d

dx bIðxÞjpC using (5) and (9).
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3. Brushlet bases in Lp

The way we have defined the brushlet bases, they share many properties with
wavelets. In this section, we consider the brushlets as basis functions in LpðRÞ: It
turns out that we need a slightly stronger condition on the bell functions than in
Lemma 2.1. More precisely, we need to impose that the bell functions satisfy

j d
dx bI ðxÞjpCðdistðx;EÞÞ�1; xAR; where E is the set of accumulation points. One can

ask if this restriction is possible in our setting. The following example shows that the
condition is satisfied if any pair of adjacent intervals in the partition P have
comparable length.

Example 3.1. Fix two adjacent numbers Z1oZ2 from the set of accumulation points
E; and let fakgkAZ be the strictly increasing sequence of numbers such that the

collection fIAP: ICðZ1; Z2Þg is given by fIkgkAZ; Ik ¼ ½ak; akþ1Þ:
Suppose the length of the intervals decays exponentially as they get closer to Z2;

more precisely suppose

1olp
jIkj
jIkþ1j

pLoN

for all k: With this assumption, we have

jZ2 � akj ¼
XN
j¼k

jIjjpjIkj
XN
j¼0

l�j ¼ l
l� 1

jIkj; kAN0:

Take xAsuppðbIk
Þ: Then jZ2 � xjojZ2 � akj þ jIkjp2l�1

l�1 jIkj: Thus, if

el
Ik
¼ ð1þ LÞ�1jIkj; kAN0;

we have from Example 2.1 that

d

dx
bIk

ðxÞ
���� ����pCjIkj�1oC

2l� 1

l� 1
jZ2 � xj�1; kAN0; xAR;

with C depending only on r and L:
The same estimates hold true if the length of the intervals decays exponentially as

they get closer to Z1: If Z0 :¼ supfjZj: ZAEgoN; similar assumptions give

j d
dx bI ðxÞjpCjx� Z0j

�1 for ICðZ0;NÞ:

We can now state the first result on brushlet bases in LpðRÞ:

Proposition 3.1. Let fbIgIAP be a collection of bell functions of type (3). Suppose the

set of accumulation points E is finite (or empty) and there exists an absolute constant C

such that j d
dx bIðxÞjpCðdistðx;EÞÞ�1 (or j d

dx bI ðxÞjpCð1þ jxjÞ�1 if E ¼ |), for all
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IAP; xAR: Then for 1opoN;

jj f jjLp
^

X
IAP

jPI f j2
 !1=2
������

������
������

������
Lp

: ð11Þ

Proof. Fix an ZAE and let PZ be the subset of P such that j d
dx bI ðxÞjpCjx� Zj�1 for

all IAPZ; xAR:We will first show one of the inequalities in (11) with PZ instead ofP

and then use that E is finite.
Define the function m : R-Lðc2; c2Þ; c2 ¼ c2ðPZÞ; by x-fbIðxÞaIgI ;

faIgIAPZ
Ac2ðPZÞ: Clearly, jjmðxÞjjLðc2;c2ÞpsupI jjbI jjLNp1: SinceX

IAPZ

d

dx
bI ðxÞaI

���� ����2
contains at most two terms for a fixed xAR; the derivative d

dx m is given by

x-f d
dx bI ðxÞaIgIAPZ

; and we have the bound

jj d
dx mðxÞjjLðc2;c2ÞpsupIAPZ

j d
dx bI ðxÞjpCjx� Zj�1:

Define the operator Tm bydTm fTm f ðxÞ ¼ fbI ðxÞf̂IðxÞgIAPZ
for all fAL2ðR; c2Þ:

Then the vector-valued Hörmander–Mihlin multiplier theorem implies [2,14]

Z
N

�N

X
IAPZ

jðTm f ÞI ðxÞj
2

0@ 1Ap=2

dx

8><>:
9>=>;

1=p

pCpjj f jjLpðR;c2Þ: ð12Þ

Now define the function m̃ : R-LðC; c2Þ by x-fbIðxÞagIAPZ
; aAC: Notice that

jjm̃ðxÞjjLðC;c2Þ ¼
X
IAPZ

jbIðxÞj2
24 351=2p1 and

d

dx
m̃ðxÞ

���� �������� ����
LðC;c2Þ

p2Cjx� Zj�1;

since only two bell functions overlap at a given x: Thus, using the Hörmander–
Mihlin theorem once more we have jjTm̃ f jjLpðR;c2ÞpCp

0jj f jjLpðRÞ; where Tm̃ is the

operator given bydTm̃ fTm̃ f ðxÞ ¼ fbI ðxÞf̂ðxÞgIAPZ
for all fAL2ðRÞ:

Given fAL2ðRÞ-LpðRÞ we define three functions f iALpðR; c2ðPZÞÞ; i ¼ 1; 2; 3; by

f 1I ¼ ðTm̃ f ÞI ; f 2I ðxÞ ¼ ei2al
I
xf 1I ð�xÞ; and f 3I ðxÞ ¼ ei2ar

I
x f 1I ð�xÞ; IAPZ: Notice thatbf 2If 2I ðxÞ ¼ bIð2al

I � xÞf̂ð2al
I � xÞ and bf 3If 3I ðxÞ ¼ bIð2ar

I � xÞf̂ð2ar
I � xÞ:
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From (12) we haveZ
N

�N

X
IAPZ

jðTm f iÞI ðxÞj
2

0@ 1Ap=2

dxpC p
p jjTm̃ f jj p

LpðR;c2ÞpðCpCp
0Þ pjj f jj p

Lp
;

i ¼ 1; 2; 3: However,

PI f ¼ ðTmð f 1 þ f 2 � f 3ÞÞI ; for IAPZ;

so

X
IAPZ

jPI f j2
0@ 1A1=2
�������

�������
�������

�������
Lp

p3CpCp
0jj f jjLp

:

Finally, since E is a finite set and c1+c2 we have

X
IAP

jPI f j2
 !1=2
������

������
������

������
Lp

p
X
ZAE

X
IAPZ

jPI f j2
8<:

9=;
1=2

0B@
1CA

20B@
1CA

1=2
��������

��������
��������

��������
Lp

p
X
ZAE

X
IAPZ

jPI f j2
8<:

9=;
1=2

�������
�������

�������
�������
Lp

pð#EÞ3CpCp
0jj f jjLp

;

using the Minkowski inequality in the last step.

We now turn to the converse inequality. For fAL2ðRÞ we have jj f jj2L2
¼P

IAP jjPI f jj2L2
so by polarization, for gAL2ðRÞ-Lp0 ðRÞ with 1=p þ 1=p0 ¼ 1;

j/ f ; gSj ¼
X
IAP

Z
N

�N

ðPI f ÞðxÞðPI gÞðxÞ dx

�����
�����

p
Z

N

�N

X
IAP

jðPI f ÞðxÞj2
 !1=2 X

IAP

jðPI gÞðxÞj2
 !1=2

dx

p
X
IAP

jPI f j2
 !1=2
������

������
������

������
Lp

X
IAP

jPI gj2
 !1=2
������

������
������

������
Lp0

:

Taking the supremum of this inequality with the restriction jjgjjLp0
p1 gives

cpjj f jjLp
p

X
IAP

jPI f j2
 !1=2
������

������
������

������
Lp

and the result follows. &
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Remark 3.1. The result in Proposition 3.1 is essentially an orthogonal version of the
Littlewood–Paley decomposition with smooth multipliers.

Using Proposition 3.1 we can show even more. By introducing a square function
based on the brushlet coefficients, the LpðRÞ norm of a function can be calculated

from the size of these coefficients. This property implies that a brushlet basis
constitutes an unconditional basis for LpðRÞ:
Let us recall the definition of an unconditional basis for a Banach space.

Definition 3.1. A system of functions f fngnAN in a separable Banach space X is

called an unconditional basis for X if

(i) X ¼ spanf fn: nANg
(ii) There exists a constant CoN such thatX

nAN

encn fn

�����
�����

�����
�����
X

pC
X
nAN

cn fn

�����
�����

�����
�����
X

;

for any finite sequence fcngnAN and en ¼ 71:

Proposition 3.2. Let fwn;IgIAP; nAN0
be a brushlet system with associated partition P

and bell functions satisfying the conditions in Proposition 3.1. Moreover, suppose there

is an absolute constant C40 such that the set of modified bell functions fgIgIAP given

by (5) satisfies

jgI ðxÞjpCð1þ x2Þ�1; xAR: ð13Þ

Then fwn;IgIAP; nAN0
form an unconditional basis for LpðRÞ; 1opoN; and we have

the characterization

jj f jjLp
^

X
IAP; nAN0

j/ f ;wn;ISj2jI jwEðn;IÞ

 !1=2
������

������
������

������
Lp

; ð14Þ

where Eðn;IÞ :¼ fxAR : jI jx � pðn þ 1
2
ÞAð�1; 1Þg:

Remark 3.2. Notice that sufficient conditions such that (13) holds true are given in
Example 2.1.

Proof. We first notice that Eðn;IÞ; nAN0; are disjoint intervals for a fixed IAP; so

given xAR there is at most one mAN0 such that xAEðm;IÞ: Using (6), we have

jI j1=2wEðm;IÞ
ðxÞj/ f ;wm;ISj

¼ jI j1=2wEðm;IÞ
ðxÞj/PI f ;wm;ISj
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p21=2wEðm;IÞ
ðxÞ
Z

N

�N

jPI f ðyÞj jI j gI jI jy � p m þ 1

2

� �� ����� ���� dy

þ 21=2wEðm;IÞ
ðxÞ
Z

N

�N

jPI f ðyÞj jI j gI jI jy þ p m þ 1

2

� �� ����� ���� dy

pC½MðgPI fPI f ÞðxÞ þMðgPI fPI f Þð�xÞ
;

where g̃ðxÞ ¼ gð�xÞ; M is the Hardy–Littlewood maximal operator, and we used
[15, p. 57] in the last step. By the Fefferman–Stein maximal inequality we have

X
IAP

jMðPI f Þj2
 !1=2
������

������
������

������
Lp

pCp

X
IAP

jPI f j2
 !1=2
������

������
������

������
Lp

pCpjj f jjLp
;

and since Mðg̃Þð�xÞ ¼ MðgÞðxÞ we conclude,

X
IAP; nAN0

j/ f ;wn;ISj2jI jwEðn;IÞ

 !1=2
������

������
������

������
Lp

pcpjj f jjLp
:

To get the converse inequality, we consider the linear operator
W : L2ðRÞ-c2ðN0 �PÞ defined by

Wf ¼ f/ f ;wn;ISjI j1=2wEðn;IÞ
gIAP; nAN0

:

By a direct calculation using Parsevals relation, we see that for f ; gAL2ðRÞ;Z
N

�N

/Wf ;WgSc2ðxÞ dx ¼ 2/ f ; gS:

Thus, for gAL2ðRÞ-Lp0 ðRÞ; 1 ¼ 1=p þ 1=p0;

2j/ f ; gSj ¼
Z

N

�N

/Wf ;WgSc2ðxÞ dx

���� ����
p jj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/Wf ;WfSc2

q
jjLp

jj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/Wg;WgSc2

q
jjLp0

pCp0 jj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/Wf ;WfSc2

q
jjLp

jjgjjLp0
: ð15Þ

Taking the supremum of (15) for fg: jjgjjLp0
p1g yields the desired inequality.

Now we can complete the proof and show that the brushlet system is an
unconditional basis for LpðRÞ: All what remains is to verify that the system has dense

span in LpðRÞ: Suppose gALp0 ðRÞ is such that /g;wn;IS ¼ 0 for all I ; n: It follows

from the characterization of the Lp0 ðRÞ-norm by (14) that g ¼ 0 and using the Hahn–

Banach theorem we conclude that the span of the brushlets is indeed dense in
LpðRÞ: &

From Propositions 3.1 and 3.2, we notice a clear similarity with wavelet
expansions. The main difference is that the brushlets allow a more flexible
decomposition of the Fourier domain. Notice also that the above results easily
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extend to LpðRdÞ; d41; by constructing separable brushlet bases. We leave the easy

proof, based on Fubini’s theorem, to the reader.

Corollary 3.1. Let fwi
n;IgIAPi ; nAN0

; i ¼ 1;y; d; be a set of brushlet systems each

satisfying the conditions in Proposition 3.2. Fix dX1 and define wn;QðxÞ :¼
w1

n1;I1
ðx1Þ#?#wd

nd ;Id
ðxdÞ; Q ¼ I1 �?� Id ; n ¼ ðn1;y; ndÞ: Then fwn;Qgn;Q form

an unconditional basis for LpðRdÞ; 1opoN:

3.1. Nonlinear approximation with brushlets

In this section, we will consider the question of approximating a function in LpðRÞ
by a finite brushlet expansion. For this purpose, we need some basic terminology
from approximation theory.
Let C :¼ fckgkAN be a normalized basis of a Banach space X : Given a function

fAX with associated expansion coefficients fckgkAN; we consider approximating f

using N elements from C: The task is to minimize the difference between f and the
approximation in X : Denote the lower bound by sNð f ;C;X Þ; i.e.,

sNð f ;C;XÞ :¼ inf
dj ;G

f �
X
jAG

djcj

�����
�����

�����
�����
X

; ð16Þ

where infimum is taken over all coefficients dj and sets of indices GCN with

cardinality #G ¼ N: Depending on the behavior of this bound for different values of
N; the functions in X are divided into different approximation spaces. We define the
approximation spaces As

qðC;X Þ; 0oqoN; sX0; as all fAX with

jj f jjAs
qðC;X Þ :¼

XN
k¼1

ðkssk�1ð f ;C;X ÞÞq1

k

 !1=q

oN;

where s0ð f ;C;XÞ :¼ jj f jjX : Assume there exist a subspace Y+X and constants

C;C040 such that the following Jackson and Bernstein inequalities hold for some
r40:

ðJacksonÞ sNð f ;C;X ÞpCjj f jjY N�r; for all fAY

and

ðBernsteinÞ
X
jAG

cjcj

�����
�����

�����
�����
Y

pC0
X
jAG

cjcj

�����
�����

�����
�����
X

Nr; for all GCN

with #G ¼ N:

Then it is well known, that the approximation spaces
As

qðC;X Þ; 0osor; 0oqoN; are given by the interpolation spaces (see [6,

Chapter 7]),

As
qðC;XÞ ¼ ðX ;Y Þs=r;q: ð17Þ
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In Section 4, we will derive Jackson and Bernstein inequalities for brushlet
approximation in case X ¼ LpðRÞ and Y ¼ Bs

qðLpðRÞÞ for some values of s; p and q:

For certain bases the limit in (16) can be reached (up to an absolute constant
independent of f and N Þ simply by picking the N largest coefficients in the
expansion. If a basis satisfies this property it is called a greedy basis. More precisely,
define for each fAX with expansion coefficients fcjgjAN; and NAN; the function

GNð f Þ :¼
X
jAA

cjcj;

where ACN is a set of cardinality N such that jcj jXjckj for all jAA and keA (if A is

not unique take any such set).

Definition 3.2. A basisC is called greedy if there exists a constant C independent of f

and N such that jj f � GNð f ÞjjpCsNð f ;C;XÞ for all fAX :

The reader can consult [10] for more details on greedy bases. From a practical
point of view, greedy bases are very desirable since thresholding is a much simpler
operation than trying to minimize (16) directly. Since it is difficult to verify if a basis
satisfies Definition 3.2, we can use another characterization of greedy bases given by
Konyagin and Temlyakov in [10]. We need to define a democratic basis.

Definition 3.3. fckgkAN is called democratic if there exists a constant C40 such that

X
kAP

ck

�����
�����

�����
�����
X

pC
X
kAQ

ck

�����
�����

�����
�����
X

;

for any two finite sets of indices P and Q with the same cardinality, #P ¼ #Q:

Konyagin and Temlyakov proved that a basis is greedy if and only if it is
democratic and unconditional [10, Theorem 1]. From Proposition 3.2, we know that
certain brushlet bases are unconditional bases in LpðRÞ; 1opoN:We want to show

that they are democratic too. This is equivalent to proving the Temlyakov-type
inequalities given in Lemmas 3.1 and 3.3 below. First, we need to define a special
class of partitions of R:

Definition 3.4. Assume the set of accumulation points E is finite, E ¼ fZjg
J
j¼1; and let

P be a partition of R\E: Fix a l41: Assume there exists an associated set E0 ¼
fZj

0gJ
j¼0; with Z0

0 ¼ �N; ZJ
0 ¼ N; and Zj�1

0oZjoZj
0; j ¼ 1; 2;y; J; such that lp jI j

jI 0j;

for all adjacent I ; I 0AP with either Zj�1
0oar

I ¼ al
I 0oZj or Zjoar

I 0 ¼ al
IoZj

0; j ¼
1; 2;y; J: Then we call P an exponential partition of R of order l:
When E ¼ |; P is called an exponential partition of R of order l if lp jI j

jI 0 j; for all

I ; I 0AP with either ar
I ¼ al

I 0o0 or ar
I 0 ¼ al

I40:
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We will show that brushlet bases associated with exponential partitions are greedy
bases.

Lemma 3.1. Let fwn;IgIAP; nAN0
be a brushlet system satisfying the conditions in

Proposition 3.2, where P is an exponential partition of order l41: Consider f ¼P
ðn;IÞAQ cn;I wn;I ; QCN0 �P; #Q ¼ N: Let 1opoN: Assume jjcn;I wn;I jjLp

p1;

ðn; IÞAQ: Then

jj f jjLp
pCN1=p;

with C depending only on p and l:

In order to prove this lemma, we need the following observation.

Lemma 3.2. Let 0oa1oa2o?oas be a set of numbers satisfying 1olpajþ1
aj

and let

EjCR; j ¼ 1; 2;y; s be measurable sets. ThenZ
N

�N

Xs

j¼1
a
1=q
j wEj

ðxÞ
" #q

dxpC
Xs

j¼1
ajjEjj;

where C depends only on q and l:

The proof is basically given in [17], but will be shown here for completeness.

Proof. Write FðxÞ :¼
Ps

j¼1 a
1=q
j wEj

ðxÞ; and define sets

E�
c :¼ Ec

[s

k¼cþ1
Ek:

-

Then for xAE�
c we have FðxÞp

Pc
j¼1 a

1=q
j : Define bj :¼ a

1=q
j ; and notice *l :¼

l1=qp
bjþ1
bj

: Since bcX*lc�jbj we have

Xc
j¼1

bjpbc
Xc�1
j¼0

*l�jp
*l

*l� 1
bc:

Thus, FðxÞpCa
1=q
c for xAE�

c : Notice that
Ss

j¼1 Ej ¼
Ss

c¼1 E�
c : Hence,Z

N

�N

Xs

j¼1
a
1=q
j wEj

ðxÞ
" #q

dxpC
Xs

c¼1
acjE�

c jpC
Xs

j¼1
ajjEjj: &

We can now prove Lemma 3.1.
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Proof. From Proposition 3.2, we have

jj f jjLp
^

X
ðn;IÞAQ

jcn;I j2jI jwEðn;IÞ

24 351=2
�������

�������
�������

�������
Lp

;

where Eðn;IÞ ¼ ððpðn þ 1=2Þ � 1ÞjI j�1; ðpðn þ 1=2Þ þ 1ÞjI j�1Þ: Notice that

jjcn;I wn;I jjLp
^jcn;I jjI j1=2jEðn;IÞj1=p ¼ 21=pjcn;I jjI j1=2�1=p;

i.e., jcn;I jpCp
0jI j1=p�1=2: Thus,

jj f jjLp
pC00

p

X
ðn;IÞAQ

jI j2=pwEðn;IÞ

24 351=2
�������

�������
�������

�������
Lp

pC00
p

X
ðn;IÞAQ

jI j1=pwEðn;IÞ

������
������

������
������
Lp

:

Given ZAE let Z0AE0 be the associated point from Definition 3.4 with ZoZ0: Let
QZCQ be the collection of indices ðn; IÞ with ICðZ; Z0Þ: We will show that

X
ðn;IÞAQZ

jI j1=pwEðn;IÞ

������
������

������
������
Lp

pCN1=p;

and since the set E is finite, this suffices to prove the lemma. Recall that

Eðn;IÞ-Eðn0;IÞ ¼ | for nan0: Introduce the sets

EI :¼
[

n

Eðn;IÞ;

where the union is taken over all n such that ðn; IÞAQZ: Since jEðn;IÞj ¼ 2jI j�1; we
have 2NX

P
I jI jjEI j: Hence, using Lemma 3.2,

X
ðn;IÞAQZ

jI j1=pwEðn;IÞ

������
������

������
������
Lp

pC00
p
0
X

I

jI j1=pwEI

�����
�����

�����
�����
Lp

pC
X

I

jI jjEI j
" #1=p

pC21=pN1=p;

where C depends only on p and l: &

Remark 3.3. Notice that for a finite collection P; #P ¼ J;

X
ðn;IÞAP

jI j1=pwEðn;IÞ

������
������

������
������
Lp

p
X

ðn;IÞAP

ðjI jjEðn;IÞjÞ1=ppJ21=p;

so we could relax the conditions in Lemma 3.1 a bit by assuming P is an exponential
partition of order l41 for all but a finite number of intervals.
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From Lemma 3.1, we derive an inverse estimate by duality (a proof can be found
in [17]).

Lemma 3.3. Let fwn;IgIAP; nAN0
be a brushlet system satisfying the conditions in

Proposition 3.2, where P is an exponential partition of order l41: Consider f ¼P
ðn;IÞAQ cn;I wn;I ; #Q ¼ N: Let 1opoN: Assume jjcn;I wn;I jjLp

X1; ðn; IÞAQ: Then

jj f jjLp
XCN1=p;

with C depending only on p and l:

Now combining Proposition 3.2, Lemmas 3.1 and 3.3, we have the following
result.

Proposition 3.3. Given 1opoN: Let P be an exponential partition and let

fw
p

n;IgIAP; nAN0
be an associated brushlet system normalized in LpðRÞ: Suppose there

exist two constants C;C0oN such that, for all IAP; the bell functions satisfy

j d
dx bI ðxÞjpCðdistðx;EÞÞ�1 (or j d

dx bIðxÞjpCð1þ jxjÞ�1 if E ¼ |) and the modified bell

functions satisfy jgI ðxÞjpC0ð1þ x2Þ�1: Then the brushlet system is a greedy basis in

LpðRÞ:

The following result based on Lemma 3.1 will be used to show a Jackson
inequality for N-term brushlet approximation (see Proposition 4.3).

Proposition 3.4. Let fw
p

n;IgIAP; nAN0
be a brushlet system satisfying the conditions in

Lemma 3.1. Let s40 and 1=t ¼ s þ 1=p: Then for fALpðRÞ with associated brushlet

coefficients fc
p

n;Ig we have

sNð f ; fw
p

n;Ig;LpÞpCjjfc
p

n;IgjjctN
�s;

with C depending only on p, l and s.

A proof entirely based on the inequality in Lemma 3.1 can be found in [4]. We
leave the calculations to the reader.

4. Brushlet bases in Bs
qðLpðRÞÞ

In this section, we consider brushlets in the Besov spaces. We will show that some
brushlet systems constitute unconditional bases for the inhomogeneous Besov spaces
Bs

qðLpðRÞÞ; 1op; qoN; s40: The main assumption we need in order to

characterize a Besov space by brushlet coefficients is that the length of the intervals
in the partition P essentially grows exponentially as their location gets further away
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from zero. Thus, we need to assume that the set of accumulation points is finite,

Z0 :¼ maxfjZj
: ZAEgoN:

Given a real positive number a; we define

Qa ¼ fIAP: I-ð�a; aÞ ¼ |g:

Proposition 4.1. Let fwn;IgIAP; nAN0
be a brushlet system with associated partition P:

Suppose the set of accumulation points E is finite (or empty) and that P is an

exponential partition of R of order l41: Furthermore, suppose there exists an absolute

constant C such that the associated bell functions fbIgIAP satisfy jðx� al
IÞ d

dx bIðxÞjpC;

xAR: Then for 1op; qoN; s40;

jj f jjBs
qðLpðRÞÞ^

X
IAP

ðjI jsjjPI f jjLp
Þq

 !1=q

: ð18Þ

Given a partition of unity f #fkgkAN0
satisfying suppð #f0ÞD½�2; 2
; #fkðxÞ ¼ #fkð�xÞ;

suppð #fkÞD½�2kþ1;�2k�1
,½2k�1; 2kþ1
 for k40 and jx #fk
0ðxÞjpC; we will prove

that the RHS of (18) is equivalent to

jj f jjBs
qðLpÞ :¼

X
kAN0

ð2ksjjfk � f jjLp
Þq

 !1=q

:

Recall that the Besov space Bs
qðLpðRÞÞ; sAR; 1op; qoN; is defined as the set of

fAS0 with jj f jjBs
qðLpÞoN: In order to prove the equivalence we need the following

technical lemma.

Lemma 4.1. Let fakgkAN0
be a strictly increasing sequence of real non-negative

numbers satisfying limk-N ak ¼ N: Define a partition fIkgkAN0
of ½a0;NÞ by Ik ¼

½ak; akþ1Þ and let fbkgkAN0
be associated window functions. Assume lpjIkþ1j=jIkjpL

for all kAN0 and define

Ak ¼ fk0AZ : suppð #fk0 Þ-suppðbkÞa|g

and

Bk ¼ fk0AZ : suppðbk0 Þ-suppð #fkÞa|g

for k40: Then #AkpdAoN and #BkpdBoN independent of k. Furthermore, there

exist constants 0ocA; cB;CA;CBoN such that cA2
k0pjIkjpCA2

k0
for all k0AAk and

cBjIk0 jp2kpCBjIk0 j for all k0ABk; independent of k.

Proof. We claim that

ðl� 1Þðak � a0Þ þ jI0jpjIkjpðL� 1Þðak � a0Þ þ jI0j; ð19Þ
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which will be proved by induction. Clearly, (19) holds for k ¼ 0:Assume that it holds
for 0pnpk � 1: Then since ak ¼ ak�1 þ jIk�1j; we have that

ðl� 1Þðak � a0 � jIk�1jÞ þ jI0jpjIk�1jpðL� 1Þðak � a0 � jIk�1jÞ þ jI0j

or equivalently that

ððl� 1Þðak � a0Þ þ jI0jÞ=lpjIk�1jpððL� 1Þðak � a0Þ þ jI0jÞ=L:

This inequality together with the restriction that lpjIkj=jIk�1jpL gives the
inequality for k:
We can now prove that #AkpdA: Using (19) for a fixed k40; we have

Ik ¼ ½ak; ak þ jIkjÞD½ak; ak þ ðL� 1Þðak � a0Þ þ jI0jÞD½ak; akðLþ 1ÞÞ:

Let ki
0; i ¼ 0; 1 be the smallest respectively largest positive integer such that

2k0
0þ1

Xak and 2k1
0�1pakðLþ 1Þ (i.e., suppð #fk0 Þ-Ika| imply k0

0pk0pk1
0). Then

ðk10 � k0
0 � 2Þplog2

akðLþ 1Þ
ak

� �
¼ log2ð1þ LÞ

for k40; and since suppðbkÞCIk�1,Ik,Ikþ1; we have

#Akp3 log2ð1þ LÞ þ 6:

Notice also that (19) implies c1akpjIkjpc2ak; where c1 ¼ minfl� 1; ljI0j
jI0jþa0

g and c2 ¼
maxfL� 1; LjI0j

jI0jþa0
g; and since 2k0

0�1pakp2k1
0þ1; we have

c12
�dA�12k0

pjIkjpc22
dAþ12k0

for all k0AAk:
For Bk we use the following arguments. Fix a k40 and let ki

0; i ¼ 0; 1 be the

smallest respectively largest positive integer such that Iki
0-½2k�1; 2kþ1
a|; i.e., ak0 0 þ

jIk0 0 jX2k�1 and ak1 0p2kþ1: Notice that k1
0 � k0

0 is maximal if jIk0þ1j ¼ ljIk0 j for
k0

0pk0ok1
0 in which case

ak1 0 ¼ ak0 0 þ
Xk1
0�k0

0�1

c¼0
lcjIk0 0 j ¼ ak0 0 þ jIk0 0 jðlk1

0�k0
0 � 1Þðl� 1Þ�1:

Thus,

2kþ1

2k�1X
ak1 0

ak0 0 þ jIk0 0 j
¼ ak0 0 þ jIk0 0 jðlk1

0�k0
0 � 1Þðl� 1Þ�1

ak0 0 þ jIk0 0 j
which gives

lk1
0�k0

0
p3

ðl� 1Þak0 0

jIk0 0 j
þ 4l� 3:

Using (19), and that jIk0 0 jXjI0j we get

lk1
0�k0

0
p3

ðl� 1Þa0 � jI0j
jIk0 0 j

þ 4lp3
ðl� 1Þa0

jI0j
þ 4l� 3;

ARTICLE IN PRESS
L. Borup, M. Nielsen / Journal of Approximation Theory 123 (2003) 25–51 41



and thus

ðk10 � k0
0Þ log lplog

3a0
jI0j

þ 4

� �
þ log l:

Finally, since suppðbk0 ÞCIk0�1,Ik0,Ik0þ1; we have the estimate

#Bkp
logð3a0jI0j þ 4Þ

log l
þ 3:

Notice that ak0A½2k�1; 2kþ1Þ implies c12
k�1pjIk0 jpc22

kþ1; where c1 ¼ minfl�
1; ljI0j

jI0jþa0
g and c2 ¼ maxfL� 1; LjI0j

jI0jþa0
g: Clearly, ak0A½2k�1; 2kþ1Þ if and only if k0

0 þ
1pk0pk1

0 and k0
0 � 1pk0pk1

0 þ 1 if k0ABk: Thus,

c1

L2
2k�1pjIk0 jpc2l2kþ1

for all k0ABk: &

With these results at hand we can now prove Proposition 4.1.

Proof of Proposition 4.1. We first notice thatX
IAP\QZ0

ðjI jsjjPI f jjLp
Þqp

X
IAP\QZ0

ðjI jsCpjj f jjLp
Þq

¼Cq
p jj f jjqLp

X
IAP\QZ0

jI jsq

0@ 1ApC0jj f jjqLp
;

by Lemma 2.1 and since P is an exponential partition. Define

AI ¼ fkAZþ: suppð #fkÞ-suppðbI Þa|g

and

Bk ¼ fIAQZ0 : suppðbI Þ-suppð #fkÞa|g:

Then there exists dAoN and dBoN such that #AIpdA and #BkpdB by Lemma

4.1. Notice that f #fkgkAN0
is a partition of unity so

P
kAAI

#fk ¼ 1 on suppðbIÞ and we
can substitute f̂ in (10) by

P
kAAI

#fkf̂: Thus, Lemma 2.1 implies

jjPI f jjLp
¼ PI

X
kAAI

fk � f

 !�����
�����

�����
�����
Lp

pCp

X
kAAI

fk � f

�����
�����

�����
�����
Lp

pCp

X
kAAI

jjfk � f jjLp
:
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From Lemma 4.1, we have that jI j^2k for any kAAI ; where the equivalence only
depends on l; L and Z0: Thus,X

IAQZ0

ðjI jsjjPI f jjLp
ÞqpC

X
IAQZ0

X
kAAI

jI jsjjfk � f jjLp

 !q

pC0
X

IAQZ0

X
kAAI

2ksjjfk � f jjLp

 !q

:

Hölders inequality with 1 ¼ 1=q þ 1=q0 impliesX
IAQZ0

X
kAAI

2ksjjfk � f jjLp

 !q

p
X

IAQZ0

X
kAN0

ð1AI
ðkÞÞq0

 !q=q0 X
kAN0

ð1AI
ðkÞ2ksjjfk � f jjLp

Þq

 !
pd

ðq�1Þ
A

X
IAQZ0

X
kAN0

1AI
ðkÞð2ksjjfk � f jjLp

Þq

¼ d
ðq�1Þ
A

X
kAN0

X
IAQZ0

1AI
ðkÞ

0@ 1Að2ksjjfk � f jjLp
Þq:

Finally, since there is at most a dB fold overlap between the AI ’s, this gives

X
IAQZ0

ðjI jsjjPI f jjLp
ÞqpC0d

ðq�1Þ
A

X
kAN0

X
IAQZ0

1AI
ðkÞ

0@ 1Að2ksjjfk � f jjLp
Þq

pC0d
ðq�1Þ
A dB

X
kAN0

ð2ksjjfk � f jjLp
Þq:

The other inequality is proved in the same fashion. Since
P

IABk

dPI fPI f ¼ f̂ on

suppð #fkÞ;

jjfk � f jjLp
¼ fk �

X
IABk

PI f

 !�����
�����

�����
�����
Lp

pC
X
IABk

jjPI f jjLp
;

by the Hörmander–Mihlin theorem. We leave the details to the reader. &

We can now calculate the Besov norm of a function f from knowledge about its
projections PI f : In fact more can be said.

Proposition 4.2. Given a brushlet system fwn;IgIAP; nAN0
as in Proposition 4.1.

Suppose, in addition, the modified bell functions fgIgIAP satisfy jjgI jjL1pCoN: Then

fwn;IgIAP; nAN0
forms an unconditional basis for Bs

qðLpðRÞÞ; 1op; qoN; s40; and

ARTICLE IN PRESS
L. Borup, M. Nielsen / Journal of Approximation Theory 123 (2003) 25–51 43



we have the characterization

jj f jjBs
qðLpðRÞÞ^

X
IAP

X
nAN0

ðjI jsþ
1
2
�1

pj/f ;wn;ISjÞ p

 !q=p
0@ 1A1=q

:

Proof. Using Proposition 4.1, it suffices to prove that

jjPI f jjLp
^jI j

1
2
�1

p
X
nAN0

j/f ;wn;ISj p

 !1=p

: ð20Þ

The fact that jjgI jjL1pC together with representation (6) imply that

sup
xAR

X
nAN0

jwn;IðxÞjpCjI j
1
2 and sup

nAN0

jjwn;I jjL1
pC0jI j�

1
2:

With these two properties, (20) is a well-known result (see e.g. [13, pp. 30–31]). &

Remark 4.1. Notice that similar arguments as in the proofs of Propositions 4.1 and
3.2 yield a brushlet characterization of the Triebel–Lizorkin spaces Fs

qðLpðRÞÞ;
1op; qoN; sX0; given by

jj f jjFs
qðLpðRÞÞ^

X
nAN0; IAP

ðj/ f ;wn;ISjjI jsþ
1
2ÞqwEðn;IÞ

 !1=q
������

������
������

������
Lp

:

From the characterization of the Besov spaces as given in Proposition 4.2 it is now

possible to describe the approximation spaces Ag
qðfw

p
n;Ig;LpÞ; 1opoN; 0oqoN;

g40; by examining the Besov norm of N-term approximations of functions in LpðRÞ:
As noticed in Section 3, the task is to derive certain Jackson and Bernstein
inequalities.
Using Proposition 3.4 we can derive the following Jackson inequality.

Proposition 4.3. Given 1opoN: Let fw
p

n;IgIAP; nAN0
be a brushlet system normalized

in LpðRÞ and with associated exponential partition of order l41: Suppose there exist

two constants C;C0oN such that, for all IAP; the bell functions satisfy

j d
dx bI ðxÞjpCðdistðx;EÞÞ�1 (or j d

dx bIðxÞjpCð1þ jxjÞ�1 if E ¼ |) and the modified bell

functions satisfy jgIðxÞjpC0ð1þ x2Þ�1: Given s40 such that t :¼ ðs þ 1=pÞ�1 satisfies

1otoN: Then for fABs
tðLtðRÞÞ;

sNð f ; fw
p

n;Ig;LpÞpCjj f jjBs
tðLtðRÞÞN

�s;

with C depending only on p, l and s.
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Proof. Let fc
p

n;Ig be the brushlet coefficients such that f ¼
P

c
p

n;I w
p

n;I for fALpðRÞ:
From Proposition 3.2, we have that

c
p

n;I^jI j
1
2�

1
p/ f ;wn;IS ¼ jI jsþ

1
2
�1t/ f ;wn;IS:

Thus, Proposition 4.2 implies

jj f jjBs
tðLtðRÞÞ^jjfc

p
n;Igjjct ;

and the estimate follows from Proposition 3.4. &

Likewise, we can derive a Bernstein inequality for N-term brushlet approximation.

Proposition 4.4. Let 1opoN; and let the assumptions of Proposition 4.3 be valid. If

f ¼
P

ðn;IÞAQ c
p

n;I wn;I p with #QpN; we have

jj f jjBs
tðLtðRÞÞpCNsjj f jjLp

:

The proof is similar to that of wavelet expansions (see [4,5]).

Proof. Define

Sð f Þ :¼
X
I ;n

j/f ;wn;ISj2jI jwEðn;IÞ

( )1
2

^
X
I ;n

jc p
n;I j

2jI j2=pwEðn;IÞ

( )1
2

;

and notice that jc p
n;I jjI j

1=pwEðn;IÞpCSð f Þ: Hence, using Proposition 3.2 we have

jj f jjtBs
tðLtÞpC

Z
N

�N

X
I ;n

jc p
n;I j

tjI jwEðn;IÞ
ðxÞ dx

¼C

Z
N

�N

X
I ;n

jc p
n;I j

tjI j
t
pjI j1�

t
pwEðn;IÞ

ðxÞ dx

pC0
Z

N

�N

ðSð f ÞðxÞÞt
X
I ;n

jI j1�
t
p wEðn;IÞ

ðxÞ dx

pC0jjSð f ÞjjtLp

Z
N

�N

X
I ;n

jI jwEðn;IÞ
ðxÞ dx

( )1�t
p

pC00jj f jjtLp

X
I ;n

jI jjEðn;IÞj
( )st

p2C00jj f jjtLp
Nst: &

As an immediate consequence of the Jackson and Bernstein inequalities in
Propositions 4.3 and 4.4 and relation (17) we have the identity

Ag
qðfw

p
n;Ig;LpÞ ¼ ðLpðRÞ;Bs

tðLtðRÞÞÞg=s;q;
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where 1op; toN; 0oqoN; 1=t ¼ s þ 1=p; and 0ogos: When 1=q ¼ gþ 1=p the
RHS equals the Besov space Bg

qðLqðRÞÞ; see [4].

5. Polar brushlets

The easy extension of the univariate brushlet bases to bases of function spaces in

Rd ; d41; is to use functions given as tensor products of brushlets in phase space, see
Corollary 3.1. This was the original construction of multivariate brushlets by Meyer
and Coifman in [12]. But one could also consider other types of extensions. Instead

of using a partition P of the whole line we could consider a partition Pþ of Rþ: This

immediately leads to an orthonormal basis fŵþ
n;IgIAPþ; nAN0

for L2ðRþÞ; with ŵþ
n;I

given by (4) and thus a basis fwþ
n;IgIAPþ; nAN0

for the Hardy space H2ðRÞ: If we
combine this basis with an orthonormal basis for L2ðTÞ; T ¼ ½0; 2pÞ; we are able to
construct a basis for L2ðR2Þ that consists of tensor products in polar coordinates.

Definition 5.1. Let fYcgNc¼0 be an orthonormal basis for L2ðTÞ: Then we define the

functions cn;I ;c; IAPþ; n; cAN0; by

#cn;I ;cðxÞ ¼
1ffiffi
r

p ŵþ
n;IðrÞYcðyÞ; x ¼ reiy:

The reader will notice that the construction bears some resemblance to the
Ridgelet construction by Donoho [7] but the construction above allows a more
dynamic decomposition of the spatial domain/phase plane.

Proposition 5.1. The system fcn;I ;cgIAPþ; n;cAN0
forms an orthonormal basis for

L2ðR2Þ:

Proof. Recall that

L2ðR2Þ ¼ L2ðRþ; r drÞ#L2ðTÞ:

so we just have to verify that fr�1=2ŵþ
n;IðrÞgIAPþ; nAN0

is an orthonormal basis for

L2ðRþ; r drÞ: The collection fr�1=2ŵþ
n;IðrÞgIAPþ; nAN0

is a well-defined orthonormal

system in L2ðRþ; r drÞ which follows easily from the fact thatZ
N

0

r�1=2ŵþ
n;IðrÞr�1=2ŵþ

n0;I 0 ðrÞ r dr ¼
Z

N

0

ŵþ
n;I ðrÞŵþ

n0;I 0 ðrÞ dr ¼ dn;n0dI ;I 0 :

We only need to verify that fr�1=2ŵþ
n;IgIAPþ; nAN0

is dense in L2ðRþ; r drÞ: Recall that
the compactly supported continuous functions CcðRþÞ with support away from the

origin are dense in L2ðRþ; r drÞ: Let fACcðRþÞ and suppose that / f ; r�1=2ŵþ
n;IS ¼ 0;

for all IAPþ; nAN0: But this is equivalent for saying that the Fourier coefficients of
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r1=2f ðrÞAL2ðRþ; drÞ w.r.t. the system fŵþ
n;IgIAPþ; nAN0

are all zero. Hence, r1=2f ðrÞ ¼
0 which implies that f ¼ 0 and the result follows. &

The way one would often use the system fcn;I ;cgIAPþ; n;cAN0
is to apply the Fourier

transform to the function f and use Plancherel’s Theorem: / f ;cn;I ;cS ¼ / f̂; #cn;I ;cS
to calculate the expansion coefficients. However, if one prefers to work in the spatial
domain it is actually possible to find an explicit formula for cn;I ;c using the theory of

spherical harmonics. We have the following representation.

Proposition 5.2. Suppose that each Yc has an expansion

YcðyÞ ¼
X
sAZ

bc;se
isy;

with fbc;sgsAc1ðZÞ: Then

cn;I ;cðxÞ ¼
X
sAZ

bc;sFn;I ;sðRÞeiso; x ¼ Reio;

where

Fn;I ;sðRÞ ¼ is

Z
N

0

ŵþ
n;IðrÞJsðRrÞ r1=2 dr;

and

JsðtÞ ¼
1

2p

Z 2p

0

eitsinye�isy dy

is the Bessel function of the first kind of order s.

Proof. By definition,

#cn;I ;cðxÞ ¼
1ffiffi
r

p ŵþ
n;IðrÞYcðyÞ ¼

X
sAZ

bc;s
1ffiffi
r

p ŵþ
n;I ðrÞeisy;

is an absolutely convergent sum of terms of the type ĥsðr; yÞ :¼ 1ffiffi
r

p ŵþ
n;I ðrÞ eisy: By the

theory of spherical harmonics in R2 the inverse Fourier transform of ĥsðr; yÞ is given
by [16, p. 137]

hsðxÞ ¼ FsðRÞeiso; x ¼ Reio;

with

FsðRÞ ¼ is

Z
N

0

ŵþ
n;I ðrÞJsðRrÞ r1=2 dr:

The result then follows from the linearity of the Fourier transform. &

In fact more can be said. Consider the integral

Iðr;oÞ :¼
ffiffiffiffiffiffi
r
2p

r Z 2p

0

YðyÞeir½cosðy�oÞ�1
 dy;
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for oAT and rARþ: Notice that

cn;I ;cðxÞ ¼
1ffiffiffiffiffiffiffiffiffi
2pR

p
Z

N

0

ŵþ
n;IðrÞIðrR;oÞeirR dr; x ¼ Reio:

From the theory of oscillatory integrals [15, pp. 334–337] we have

Iðr;oÞ ¼ e�ip=4YðoÞ þ Oðr�3=2Þ; r-N;

if Y is supported in a neighborhood of o: Thus, sinceZ
N

0

bI ðrÞðRrÞ�3=2 drp2R�3=2ððal
I � el

I Þ
�1=2 � ðar

I þ er
I Þ

�1=2Þ;

we get the approximate representation

cn;I ;cðxÞ ¼
1ffiffiffiffi
R

p e�ip=4wþ
n;IðRÞYcðoÞ þ OðR�2Þ; x ¼ Reio;

for large al
I :

Recall that for certain partitions, wþ
n;I ðRÞ consists of two peaks localized at

7pðnþ1=2Þ
jI j : If Yc is well localized around oc; cn;I ;c essentially consists of two peaks at

pðnþ1
2
Þ

jI j eioc and
pðnþ1

2
Þ

jI j eiðoc�pÞ (see Fig. 1).

Considering the very good localization of the basis fcn;I ;cg in the phase plane it is

natural to expect that such functions form an unconditional basis for the Sobolev
spaces and that we have a characterization of Sobolev functions of the same type as
for wavelets. That this is indeed the case will be the content of the following
proposition, which will also conclude the paper.

Proposition 5.3. Let fcn;I ;cg be a basis for which there exists a constant l40 such that

ar
I=a

l
Ipl for IAPþ: Then for s40 we have

jj f jj2HsðR2Þ^
X

IAPþ; n;cAN0

j/ f ;cn;I ;cSj2ð1þ ðal
I Þ

2sÞ:

Proof. We have

jj f jj2HsðR2Þ^
Z
R2

jf̂ðxÞj2ð1þ jxj2sÞ dx;

so it clearly suffices to verify thatZ
R2

jf̂ðxÞj2jxj2s
dx^

X
IAPþ; n;cAN0

j/ f ;cn;I ;cSj2ðal
I Þ
2s: ð21Þ
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Put gðrÞ ¼
R 2p
0 jf̂ðr; yÞj2 dy: ThenZ

N

0

Z 2p

0

jf̂ðr; yÞj2r2sþ1 dy dr ¼
Z

N

0

gðrÞr2sþ1 dr

¼
X

IAPþ

Z
I

gðrÞr2sþ1 dr

p
X

IAPþ

ðar
I Þ

2s

Z
I

gðrÞr dr:

Given IAPþ; we denote by I 0; I 00APþ its two adjacent intervals. Notice that on the

annulus fðr; yÞ: rAIg; f̂ðr; yÞ is given by the orthonormal expansion

f̂I ðr; yÞ ¼
X

n;cAN0

X
JAfI ;I 0;I 00g

/ f̂; #cn;J;cS #cn;J;cðr; yÞ

yieldingZ
I

gðrÞr drp
Z

N

0

Z 2p

0

jf̂Iðr; yÞj2 r dr dy ¼
X

n;cAN0

X
JAfI ;I 0;I 00g

j/ f̂; #cs;J;cSj2:

Thus,X
IAPþ

ðar
I Þ

2s

Z
I

gðrÞr drp
X

IAPþ

ðar
I Þ

2s
X

n;cAN0

X
JAfI ;I 0;I 00g

j/ f̂; #cs;J;cSj2

p ðl4s þ l2s þ 1Þ
X

IAPþ; n;cAN0

ðal
I Þ

2sj/ f ;cn;I ;cSj2:

For the converse inequality we have for IAPþ;X
n;cAN0

j/ f ;cn;I ;cSj2p
X

JAfI ;I 0;I 00g

Z
J

gðrÞr dr;

ARTICLE IN PRESS

Fig. 1. Example of a function cn;I ;c (left) and its frequency content (right). In this example, Yc is a local

cosine function.
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which implies thatX
IAPþ; n;cAN0

ðal
I Þ

2sj/ f ;cn;I ;cSj2

p
X

IAPþ

ððal
IÞ
2s þ ðal

I 0 Þ
2s þ ðal

I 00 Þ
2sÞ
Z

I

gðrÞr dr

pð2þ l2sÞ
X

IAPþ

ðal
IÞ
2s

Z
I

gðrÞr dr

pð2þ l2sÞ
X

IAPþ

Z
I

gðrÞr1þ2s dr

¼ ð2þ l2sÞ
Z
R2

jf̂ðxÞj2jxj2s
dx: &

We can now use a standard argument from the theory of real interpolation to

extend the result to L2-based Besov spaces Bs
qðL2ðR2ÞÞ: We have

Corollary 5.1. Let fcn;I ;cgIAPþ; n;cAN0
be a basis for which there exists a constant l40

such that ar
I=a

l
Ipl for IAPþ: Then for s40 and 0oqoN we have

jj f jjBs
qðL2ðR2ÞÞ^

X
IAPþ; n;cAN0

j/ f ;cn;I ;cSj2

þ
X

IAPþ

ðal
I Þ

sq
X

n;cAN0

j/ f ;cn;I ;cSj2
( )q=2

0@ 1A1=q

:
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[2] J. Bergh, J. Löfström, Interpolation Spaces. An introduction, in: Grundlehren der Mathematischen

Wissenschaften, No. 223, Springer, Berlin, 1976.

[3] R.R. Coifman, Y. Meyer, Remarques sur l’analyse de Fourier à fenêtre, C. R. Acad. Sci. Paris Sér. I
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